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MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Antimicrobial resistance is a global threat with data 
driven approaches towards stewardship neglected.

CESSATIONCO-MORBIDITIES CONCLUSION

• Antimicrobial resistance is a 
growing global threat. One key 
strategy to tackle this is to 
optimise antimicrobial use

• AI clinical decision support 
systems have been developed to 
support infection management

• However antimicrobial stewardship 
has been neglected

• The uptake and utilisation of such 
systems have been limited to date, 
in part due to integration and 
behavioural issues.

Amount of 
research

Areas of 
research
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IV-to-oral switch
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Gram type

Readmission

Stages in the 
patient pathway



Create methods to appropriately 
represent routinely collected 

patient data

Develop novel decision 
support systems

Understand the ethical, and 
behavioral components of 

decision making

MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

I addressed my PhD hypothesis through three 
overarching themes.

CESSATIONCO-MORBIDITIES CONCLUSION

Artificial intelligence-based clinical decision support systems

utilising routinely collected electronic health record data

can support antibiotic stewardship

Hypothesis:



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Using AI to optimise antimicrobial prescribing raises 
important ethical questions.

CESSATIONCO-MORBIDITIES CONCLUSION

Variables Description
Exemplar of starting 

antimicrobial treatment
Corresponding ad-hoc 

utility value

Intensity How strong is the pleasure?
Treating a relevant infection with 
antimicrobials has the potential to save 
that person’s life 

Highly positive utility

Duration How long will the pleasure last?
Any extension of life is immeasurable 
while it is reasonable AMR will 
continue in the near-term future  

Positive utility

Certainty or uncertainty 
How likely or unlikely is it that the 
pleasure will occur?

Limited information often means 
treatment may or may not be helpful 
and there is always an inherent risk of 
developing AMR 

Neutral utility, without more 
information

Propinquity How soon will the pleasure occur?
Treatment can be effective 
immediately however the same is true 
for the evolution of AMR 

Neutral utility, without more 
information

Fecundity
The likelihood of further sensations of 
the same kind

- Unable to assign

Purity
The likelihood of not being followed by 
opposite sensations

- Unable to assign

Extent How many people will be affected?

Prescribing antimicrobials effects the 
patient and those close to them, while 
the development of AMR is a certainty 
and may affect everyone, causing 
significant suffering and mortality

Immense negative utility 

How can a moral balance be 
obtained between the needs of 
an individual patient and those 

of wider and future society? 



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Ethical frameworks can help ensure AI systems are fair 
and moral.

CESSATIONCO-MORBIDITIES CONCLUSION

Contributions
Applied ethical theories to the nuanced problem of optimised antimicrobial prescribing 

through AI to tackle AMR

• A utilitarian approach may be most suitable for developing AI-based CDSSs for 
AMR, given the potential number of people affected and aligned aims of 
extending life and providing equality 

• Spatial and temporal considerations and heterogeneity are critical for infections 
diseases

• Aspects of AI such as accountability, interpretability, and biases, require further 
research 

• We have a responsibility towards the health of future generations 

FINDINGS



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Co-morbidities are a problem for healthcare and AI 
systems and increase an individual's risk of infection.

CESSATIONCO-MORBIDITIES CONCLUSION

Co-morbidities or chronic      
long-term medical conditions 

increase infection risk and are a 
major challenge in healthcare

Challenges such as 
combinatorial complexity, 

heterogeneity, and a lack of 
data make using disease data in 

AI systems difficult

We created meaningful 
embeddings from external 
medical knowledge, to help 
overcome these challenges



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Medical knowledge can help create informative 
disease and patent embeddings.

CESSATIONCO-MORBIDITIES CONCLUSION

2,133 chronic 
conditions  

95,157 patients

Co-morbidities

Question 8 
patient

Gestational 

diabetes 
mellitus 

Hypertensive 

disorder

Pre-

eclampsia
Varicella

Co-morbid 
patient 

embeddings

Gestational 

diabetes 
mellitus 

Pregnancy-

induced 
hypertension

Pre-

eclampsia

Varicella

Rocheteau
score

Gestational 

diabetes 
mellitus 

Hypertensive 

disorder
- Varicella

One hot 
encodings

Gestational 

diabetes 
mellitus 

-
Pre-

eclampsia
Varicella

Question 10 
patient

Osteo-

arthritis
Alcoholism

Co-morbid 
patient 

embeddings

Osteo-

arthritis

Alcohol 

dependence

Rocheteau
score

Osteo-

arthritis
Alcoholism

Peripheral 

nerve 
entrapment 

One hot 
encodings

Osteo-

arthritis
Alcoholism

Peripheral 

nerve 
entrapment 

Identical

Similar

Dissimilar

Method
SNOMED 

similarity score
Charlson Jaccard 

index 

One hot 
encodings 

4.40 (SD 2.32) 0.88 (SD 0.30)

Rocheteau’s 
method

3.52 (SD 3.26) 0.69 (SD 0.20)

Co-morbid 
patient 

embeddings 
1.78 (SD 1.90) 0.84 (SD 0.34)

Table 2: Mean results for the similar patient retrieval task.

D1 D2
‘is a’

Contributions
Developed a novel 

generalisable pipeline to 
extract and utilize medical 
knowledge to represent 
diseases and co-morbid 

patients and demonstrated 
its utility in multiple tasks



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Understanding antibiotic cessation with artificial 
intelligence.

CESSATIONCO-MORBIDITIES CONCLUSION
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1

CONTINUE 
CONTROL DAYS

CONTINUE
IMPACT DAY

STOP
CONTROL DAY

Antibiotic day

STOP
IMPACT DAYS

2 3 4 … T

Understanding when it is 
appropriate to stop 

antibiotic treatment is complex

Currently treatment durations are 
often decided based on habit or 

limited historical population 
evidence, with extended 

durations common Use artificial intelligence to estimate the impact of stopping antimicrobial 
treatment on a patient’s treatment response or outcome. Important factors 

influence cessation decision making



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Machine learning and synthetic outcome estimation 
for individualised antimicrobial cessation.

CESSATIONCO-MORBIDITIES CONCLUSION

Metric Result

Mortality Classification
AUROC 0.77

Accuracy 0.73

LOS Regression RMSE 3.88

SYNTHETIC OUTCOME ESTIMATION

AUTOENCODER PREDICTIONS

SCENARIO DAY(S)

LOS Mortality

Mean delta 
(days, p-

value)
MAPE MAE RMSE Mean delta MAE AUROC

STOP

IMPACT 2.71*, <0.01 0.36 3.30 4.80 0.06 0.25 0.66

CONTROL 0.24, 0.60 0.26 1.32 1.93 0.05 0.15 0.72

CONTINUE

IMPACT -2.09*, <0.01 0.77 2.85 3.16 0.05 0.18 0.67

CONTROL 0.42*, 0.01 0.48 2.72 3.76 0.07 0.24 0.64

Contributions
Created a novel bi-
directional LSTM 

autoencoder model to 
estimate patient outcomes 

and treatment response 
under the contrasting 

scenarios of stopping or 
continuing antibiotic 

treatment 



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Switching from IV-to-oral antibiotic treatment is 
complex and under-researched.

CESSATIONCO-MORBIDITIES CONCLUSION

One key challenge of stewardship 
is determining when to switch 

antibiotics from IV-to-oral 
administration

Oral therapy can be non-inferior 
to IV but there is a poor 

understanding of the factors that 
facilitate or inhibit an individual 

from receiving oral therapy

UKHSA IVOS Criteria

Two feature sets

Optimised models

Evaluation versus baseline

Subgroup analysis

IV treatment length

Fairness 

Interpretability 

Developed models that 
also incorporated 

demographics and co-
morbidities

Evaluation including 
subgroups and 

prospective dataset

Point prevalence survey



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Models achieve generalisable performance across a 
range of datasets and patient populations.

CESSATIONCO-MORBIDITIES CONCLUSION

Metric
1ST threshold 

results
2nd threshold 

results
IVOS criteria 

baseline

AUROC 0.78 (SD 0.02) 0.69 (SD 0.03) 0.66

FPR 0.25 (SD 0.02) 0.10 (SD 0.02) 0.43

eICU

Metric
1st threshold 

results
2nd threshold 

results
IVOS criteria 

baseline

AUROC 0.72 (SD 0.02) 0.65 (SD 0.05) 0.55

FPR 0.24 (SD 0.04) 0.05 (SD 0.02) 0.28

Metric
Initial 

Results
Prospective 

dataset
Prospective 

PPS

AUROC 0.79 (SD 0.01) 0.77 0.68

FPR 0.21 (SD 0.03) 0.20 0.28

MIMIC

Contributions
Researched interpretable, 

fair and generalisable 
models to predict when a 
patient could switch from 

IV-to-oral antibiotic 
treatment, with rigorous 

and prospective evaluation



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Clinician evaluation was conducted through case 
vignettes, interviews and questionnaires.

CESSATIONCO-MORBIDITIES CONCLUSION

Semi-structured 
Interview

Clinical Vignette 
Experiment

SUS & TAM 
Questionnaires

42 Clinicians

• Information sheet
• Informed consent
• Video demonstration

CDSS 
Recommendations

CDSS IVOS 
Decision

SOC IVOS
 Decision

SOC 
Guideline

or

Patient Details

or

CDSS 
Explanations

or
x12

Clinicians



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

A greater impact was observed when the AI-IVOS 
CDSS recommended don’t switch.

CESSATIONCO-MORBIDITIES CONCLUSION

11/12 cases

NO DIFFERENCES

Patient 7 and subgroup 
analysis for 3 patients

SIGNIFICANT DIFFERENCES

System Usability score:

Perceived usefulness:

72.32 / 100

3.59 / 5

Perceived ease of use:

Self efficacy:

3.83 / 5

4.05 / 5

Contributions
Study providing an 
understanding of 
the potential use 
case and benefit 

of the AI-IVOS 
CDSS with wider 
learnings for the 

AI CDSSs 
ecosystem

TBC



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Future work includes clinical translation, other parts 
of prescribing and alternative AI methodologies.

CESSATIONCO-MORBIDITIES CONCLUSION

Clinical translation including 
developing infrastructure, 

conducting pilots and 
gathering evidence 

Alternative AI methodologies: 
self-supervised learning, 
reinforcement learning, 

foundational models

Other aspects of optimised 
antimicrobial prescribing 

including treatment 
duration 

3 days

Patient A

5 days

Patient B



Research Questions and Objectives
2021 2022 2023 2024

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Data access and engineering

Obtain access to iCARE / ICHT

Obtain access to MIMIV-IV

Explore and format data for use in ML algorithms

What performance can AI, EHR based, CDSS for infection management 

achieve? 

Create initial predictive models

Enhance models performance and design

Investigate optimisation of other aspects of infection management

Validate models performance on different datasets

How can multi-morbidity be most appropriately modeled for use in AI 

CDSS?

Create an appropriate representation of multi-morbidity

Explore the relationship between co-morbidities and infection

Incorporate co-morbidities into models and assess performance

What is the most appropriate way to address bias in EHR and AI CDSS?

Investigate bias in existing datasets and algorithms

Adapt models to be un-biased, and test performance against initial models

How can sustained integration and adoption of fair AI CDSS within 

healthcare systems be achieved? 

Shadow healthcare professionals 

Develop primary research materials

Conduct patient, public and stakeholder engagement

Explore implementation barriers and consolidate actionable insights

Real-world validation and clinical deployment 

Test CDSS in a real-world clinical setting

Explore implementation and commercialisation options

Thesis

Writing

CONFERENCE 

COMPLETED WORKSTREAM

PUBLICATION 

ECCMID

Antibiotic cessation models

CDSS clinician evaluation

Thought piece on addressing 
bias in AI and infection

NEURIPS AAAIECCMID ECCMID

G
SK

 In
te

rn
sh

ip

IV to oral switch models

Co-morbidity in AI

ICID



GSK internship exploring the intricacies of ensuring safety 
and understanding hallucinations in large language models.

MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORKCESSATIONCO-MORBIDITIES CONCLUSION



MOTIVATION ETHICS IV TO PO CLINICIAN EVAL FUTURE WORK

Artif i c ial  Intel l igence-Driven Cl inical Decision 
Support for Antibiotic Optimisation .

CESSATIONCO-MORBIDITIES CONCLUSION

Conclusion

• Created novel data pipelines and artificial intelligence methodologies 

• Research covers a wide area spanning from fundamental data analysis and 
model development, to deploying artificial intelligence-based decision 
support applications with clinicians

• Tackled key aspects of antibiotic prescribing under-represented in the 
literature but impactful regarding a clinical team, their patient, and 
antimicrobial resistance 

• Antimicrobial prescribing and stewardship decisions are are technically, 
ethically, and behaviourally complex and numerous barriers exist to 
implementing AI technology 

• Artificial intelligence has potential to tackle antimicrobial resistance 
through optimised and individualised antibiotic prescribing decisions 
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Prospective evaluation and education are essential for 
technological adoption, implementation and impact.

PRIMARY RESEARCH 
AND EDUCATION 

We have conducted end user 
assessment and prospective 

testing with clinicians in 
simulated settings



Data often poses a challenge for AI systems in healthcare, 
particularly those focusing on AMR.  

• Lack of reliable data on important factors 
such as absorption

• Appling some important parameters such as 
co-morbidities to AI systems is 
combinatorially complex

• Antimicrobial stewardship is driven by 
human actions which can be difficult to 
model and predict

HUMAN BEHAVIOUR IS 
HETEROGENEOUS 

DATA QUALITY AND 
MISSINGNESS

Mal-
absorption

Bio-
availability



Antimicrobial stewardship aims to optimise antibiotic decision 
making.

Antimicrobial stewardship
A coordinated effort and set of practices aimed at optimising antimicrobial use and prolonging their therapeutic life, 

to improve infection patient outcomes while minimizing the development of antimicrobial resistance

STAGES OF ANTIBIOTIC DECISION MAKING 

Does the patient have a 
bacterial infection or not

Which empiric antibiotic 
treatment to prescribe

Cessation of therapy

0 1 2 3

Hospital 
admission

Hospital 
discharge

De-escalation of therapy

Antimicrobial stewardship



Artificial intelligence can support optimised antibiotic decision 
making.

STAGES OF ANTIBIOTIC DECISION MAKING 

0 1 2 3

Hospital 
admission

Hospital 
discharge

Antimicrobial stewardship
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Can we create a roadmap for responsibly designing, 
evaluating and integrating AI in healthcare

Wiens, J., Saria, S., Sendak, M. et al. Do no harm: a roadmap for responsible machine learning for health care. Nat Med 25, 1337–1340 (2019). https://doi.org/10.1038/s41591-019-0548-6



Many guidelines exist for reporting AI in medicine

Kolbinger, F.R., Veldhuizen, G.P., Zhu, J. et al. Reporting guidelines in medical artificial intelligence: a systematic review and meta-analysis. Commun Med 4, 71 (2024). https://doi.org/10.1038/s43856-024-00492-0
Vasey B, Nagendran M, Campbell B, Clifton D A, Collins G S, Denaxas S et al. Reporting guideline for the early stage clinical evaluation of decision support systems driven by artificial intelligence: DECIDE-AI BMJ 2022; 377 :e070904 doi:10.1136/bmj-2022-070904
Collins G S, Moons K G M, Dhiman P, Riley R D, Beam A L, Van Calster B et al. TRIPOD+AI statement: updated guidance for reporting clinical prediction models that use regression or machine learning methods BMJ 2024; 385 :e078378 doi:10.1136/bmj-2023-078378

https://doi.org/10.1038/s43856-024-00492-0


Few clinical trials of AI in real clinical practice exist - especially 
in infectious diseases.

Han R, Acosta JN, Shakeri Z, Ioannidis JP, Topol EJ, Rajpurkar P. Randomised controlled trials evaluating artificial intelligence in clinical practice: a scoping review. The Lancet Digital Health. 2024 May 1;6(5):e367-73.
Adams, R., Henry, K.E., Sridharan, A. et al. Prospective, multi-site study of patient outcomes after implementation of the TREWS machine learning-based early warning system for sepsis. Nat Med 28, 1455–1460 (2022). https://doi.org/10.1038/s41591-022-01894-0



AI clinical decision support systems are regulated at a 
minimum as Class II software as a medical device in the UK.

https://www.england.nhs.uk/long-read/artificial-intelligence-ai-and-machine-learning/ 
https://www.hardianhealth.com/regulatory
https://www.gov.uk/government/publications/software-and-artificial-intelligence-ai-as-a-medical-device/software-and-artificial-intelligence-ai-as-a-medical-device



Usability is also essential for trust and adoption

https://www.mgma.com/mgma-stat/ehr-usability-patient-communications-billing-outrank-ai-as-top-tech-priorities
Maqbool, B. and Herold, S., 2023. Potential effectiveness and efficiency issues in usability evaluation within digital health: A systematic literature review. Journal of Systems and Software, p.111881.

https://www.mgma.com/mgma-stat/ehr-usability-patient-communications-billing-outrank-ai-as-top-tech-priorities


Are hospitals ready for AI?

https://info.connectedmed.com/l/689353/2024-02-09/2lvknc/689353/1707510824kuJAqb0f/How_Health_Systems_Are_Navigating_The_Complexities_Of_AI_CCM_Reports.pdf?
https://www.mckinsey.com/industries/healthcare/our-insights/digital-transformation-health-systems-investment-priorities?utm_source=substack&utm_medium=email
*Unpublished research – n = 21

I think my healthcare institution 
has the necessary infrastructure to 

support this AI CDSS*

https://info.connectedmed.com/l/689353/2024-02-09/2lvknc/689353/1707510824kuJAqb0f/How_Health_Systems_Are_Navigating_The_Complexities_Of_AI_CCM_Reports.pdf
https://www.mckinsey.com/industries/healthcare/our-insights/digital-transformation-health-systems-investment-priorities?utm_source=substack&utm_medium=email


What is ethical and responsible AI?

Transparency

Fairness

Accountability

Privacy

Understanding societal 
impact

Continuous 
Monitoring

Human in the loop

Safety

Security



Ensuring models are responsible and ethical becomes 
more complex as AI advances.

BIASES

HALLUCINATIONS

PRIVACY LEAKAGE



Regulation, frameworks, and standard operating 
procedures can help ensure responsible AI development.

Define problem and 
assess risk

Understand data 
readiness and model 

design

Develop and evaluate

Deploy

A balance between regulation and guidance is needed for AI



Comorbidity representation
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Diagnosis information can be hard to apply to AI systems.

Co-morbidities or chronic      
long-term medical conditions 

are a major challenge in 
healthcare

Challenges such as 
combinatorial complexity, 

heterogeneity, and a lack of 
data make using disease data in 

AI systems difficult

Existing AI research on             
co-morbid patients does not 
tackle these problems and 

therefore lacks appropriate 
representation

Aim
Creating meaningful embeddings from external medically grounded knowledge, to help overcome such 

challenges and support downstream AI applications 

Patients…

Diseases ordered by count… 



Our pipeline leverages a publicly available expert curated 
healthcare knowledge graph. 

Weighting:

Optimized for the mean SNOMED distance between each disease and their nearest neighbor

D1 D2
‘is a’

D1 D2

D3 D4 D5

Diseases

Diseases

SNOMED distance

Graph creation Node2vec

𝑤 =
1

𝑠𝑑𝑖𝑑𝑗 ∙  𝑓𝑠

where 𝑠 is the SNOMED distance 
between two diseases and 𝑓𝑠 is 
the number of edges with that 

SNOMED distance

Edge pruning 



We tested our methodologies against two clinically relevant AI tasks. 

Supervised learning task Similar patient retrieval task

• Useful for case-based reasoning 
• Created co-morbid patient embeddings as the mean of all 

the patients SNOMED disease embeddings
• Retrieved similar patients through nearest neighbor lookup

• Baseline: 

• Evaluation:

SNOMED disease 
embeddings for 

each patient

In-hosptial mortality 
within a year

Long length of stay

Rocheteau 
metric

One hot 
encodings 

Metrics 

SNOMED similarity score
 

Charlson Jaccard index 

Expert humans

• Model: Set transformer 

• Baseline: 

• Evaluation: AUROC

Logistic regression with Charlson 
co-moribdity categories 

Logistic regression with one hot 
encodings

Set transformer with random 
SNOMED disease embeddings 



Two novel metrics were created for the Similar patient retrieval 
task. 

SNOMED similarity score Charlson Jaccard index 

𝑓 𝐴 =  ෍
𝑖−1

𝑛

𝑚𝑖𝑛𝑗∈ 1,…,𝑚 1 −
1

𝐴𝑖𝑗 + 1

𝑆𝑁𝑂𝑀𝐸𝐷 𝑠𝑖𝑚𝑝1,𝑝2 = 𝑓 𝑆𝑝1,𝑝2 + 𝑓 𝑆𝑝2,𝑝1

where 𝑆𝑝1,𝑝2 is a SNOMED distance matrix for the 

patients co-morbidities

where 𝐴 ∈ ℝ𝑛×𝑚

where 𝐶represents the set of Charlson co-
morbidities for a particular patient

𝐶ℎ𝑎𝑟𝑙𝑠𝑜𝑛 𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑖𝑛𝑑𝑒𝑥𝑝1,𝑝2 =
|𝐶𝑝1 ∩ 𝐶𝑝2|

|𝐶𝑝1 ∪ 𝐶𝑝2|

The Charlson co-morbidity index is a widely 
adopted clinical tool that classifies some specific 

co-morbidities to 17 different categories   

More similar patients return larger values More similar patients return smaller values 

We match each disease of 𝑝1 to a disease of 𝑝2 so 
that the matching minimized the following equation: 



Our pipeline generated meaningful SNOMED disease embeddings.

• Optimization of pre-processing returned a mean SNOMED distance between each 
node and their nearest neighbor of 1.23 

• Related conditions are located close in the embedding space 
• For example:

• Viral and bacterial infectious diseases
• Heart diseases and hypertensive disorders

2,133 chronic 
conditions  

95,157 patients



SNOMED disease embeddings are informative features for 
models undertaking clinically relevant predictions.

Year Mortality Long length of stay

Features Model Overall
Rarest co-

morbidities
Overall

Rarest co-
morbidities

Charlson                          
co-moribdity 

categories 

Logistic 
regression

0.65 (SD 0.01) 0.50 (SD <0.01) 0.60 (SD 0.01) 0.50 (SD 0.03)

One hot encodings 
Logistic 

regression
0.79 (SD 0.02)

0.80 (SD 0.23) 0.72 (SD 0.01) 0.55 (SD 0.11)

Random SNOMED 
disease 

embeddings 
Set transformer 0.80 (SD 0.03) 0.56 (SD 0.33) 0.74(SD 0.02) 0.52 (SD 0.23)

SNOMED disease 
embeddings 

Set transformer 0.82 (SD 0.02) 0.85 (SD 0.14) 0.75 (SD 0.01) 0.61 (SD 0.20)

Table 1: Mean unseen test set AUROC results for supervised learning classification tasks in different populations.



Co-morbid patient embeddings finds more similar patients and is 
consistent across different degrees of rarity and multi-morbidity.

Method
SNOMED 

similarity score
Charlson 

Jaccard index 

One hot 
encodings 

4.40 (SD 2.32) 0.88 (SD 0.30)

Rocheteau’s 
method

3.52 (SD 3.26) 0.69 (SD 0.20)

Co-morbid 
patient 

embeddings 
1.78 (SD 1.90) 0.84 (SD 0.34)

Table 2: Mean results for the similar patient retrieval 
task.



Patients identified by our method were selected as the most 
similar in 60% of questions with a mean winning margin of 40%.

Co-morbidities

Question 8 
patient

Gestational 

diabetes 
mellitus 

Hypertensive 

disorder

Pre-

eclampsia
Varicella

Co-morbid 
patient 

embeddings

Gestational 

diabetes 
mellitus 

Pregnancy-

induced 
hypertension

Pre-

eclampsia

Varicella

Rocheteau
score

Gestational 

diabetes 
mellitus 

Hypertensive 

disorder
- Varicella

One hot 
encodings

Gestational 

diabetes 
mellitus 

-
Pre-

eclampsia
Varicella

Question 10 
patient

Osteo-

arthritis
Alcoholism

Co-morbid 
patient 

embeddings

Osteo-

arthritis

Alcohol 

dependence

Rocheteau
score

Osteo-

arthritis
Alcoholism

Peripheral 

nerve 
entrapment 

One hot 
encodings

Osteo-

arthritis
Alcoholism

Peripheral 

nerve 
entrapment 

Identical

Similar

Dissimilar
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Antibiotic cessation decision making is complex and 
under-researched.

One key challenge when 
treating a patient who has 

a bacterial infection is 
determining when it is 

appropriate to stop 
antibiotic treatment 

Numerous studies have shown 
that on a population level, 

shorter treatment durations 
are often non-inferior to 

longer ones

There is a poor understanding of 
the factors that facilitate 
or inhibit an individual 
from receiving a short 

duration of therapy

7 days

Patient A

10 days

Patient B

Aim
Utilise a machine learning and synthetic control-based approach to estimate patients total white blood cell count for any 

given day, if they were to stop vs. continue antibiotic treatment



DATASET

AUTO
ENCODER

Train autoencoders to create an embedding that is representative of the patients' temporal 
features and a linear predictor of their outcomes.

Apply the adapted synthetic control methodology to estimate patient outcomes if they 
were to stop vs continue treatment on each antibiotic day within their ICU stay.

SYNTHETIC 
OUTCOME 

ESTIMATION 

1

EVALUATION 
AND 

VALIDATION

2

3

4 Evaluate stop and continue estimations through ‘impact’ and ‘control’ days. Validate the 
model through numerous tests and application to pneumonia and UTI datasets. 

STOP 
IMPACT

STOP 
CONTROL

CONTINUE 
CONTROL

CONTINUE 
IMPACT

Metrics:
- Mean delta
- Wilcoxon rank-sum test 
- RMSE
- AUROC

Test
n=3,427  

Train
n=15,991  

Validation
n=3,427  

Filter relevant patient stays from MIMIC-IV, extract and aggregate features including lab test 
results, clinical parameters, ventilation settings and demographics to create a regular 
temporal dataset for estimation of their length of stay and mortality outcomes.

43
FEATURES

MORTALITY

LENGTH OF 
STAY (LOS) 

MIMIC-IV 
>40,000 ICU patients

OUR DATASET
18,988 ICU patients 22,845 unique stays

ICU intravenous 

antibiotic treatment 
(1<days<21)

Pneumonia 
n=2,473

UTI 
n=923 
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SYNTHETIC OUTCOME ESTIMATION

AUTOENCODER TRAINING

Machine learning and synthetic outcome estimation for 
individualised antimicrobial cessation.



Metric Result

Mortality 
Classification

AUROC 0.77 (95% CI 0.73–0.80) 

Accuracy 0.73 (95% CI 0.71–0.75)

Precision 0.44 (95% CI 0.36–0.46) 

Recall 0.67 (95% CI 0.61–0.72) 

F1 Score 0.75 (95% CI 0.72–0.78) 

AUPRC 0.55 (95% CI 0.42–0.56) 

LOS 
Regression

RMSE 3.88 (95% CI 3.84–3.92) 

SYNTHETIC OUTCOME 
ESTIMATION

AUTOENCODER 
PREDICTIONS

SCENARIO DAY(S)

LOS Mortality

Mean delta 
(days, p-

value)
MAPE MAE RMSE Mean delta MAE AUROC

STOP

IMPACT 2.71*, <0.01 0.36 3.30 4.80 0.06 0.25 0.66

CONTROL 0.24, 0.60 0.26 1.32 1.93 0.05 0.15 0.72

CONTINUE

IMPACT -2.09*, <0.01 0.77 2.85 3.16 0.05 0.18 0.67

CONTROL 0.42*, 0.01 0.48 2.72 3.76 0.07 0.24 0.64

1

CONTINUE 
CONTROL DAYS

CONTINUE
IMPACT DAY

STOP
CONTROL DAY

Antibiotic day

STOP
IMPACT DAYS

2 3 4 … T

Machine learning and synthetic outcome estimation for 
individualised antimicrobial cessation.
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Autoencoder

Routinely collected electronic health record data and an 
autoencoder were used for white blood cell count prediction. 

MIMIC-IV 
>40,000 ICU patients

OUR DATASET
7,867  unique ICU stays

ICU intravenous 
antibiotic treatment 

(days<8)

MODELDATASET

77 
features

Total white blood 
cell count (WBC)

The encoder is trained using both 
a supervised loss (Ls) and 

reconstruction loss (Lr)



SYNTHETIC 
ESTIMATION

AUTOENCODER 
PREDICTIONS

1

CONTINUE 
CONTROL DAYS

CONTINUE
IMPACT DAY

STOP
CONTROL DAY

Antibiotic day

STOP
IMPACT DAYS

2 3 4 … T

The autoencoder achieves reasonable WBC prediction 
performance and can be used for synthetic scenario estimation.
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Methodology

Evaluation

Feature 
selection

77 
features

Evaluation metric Value

RMSE 3.28

MAE 2.68

MAPE 0.31

22 
features

Evaluation metric Value

RMSE 3.33

MAE 2.66

MAPE 0.36



Our model can estimate patients white blood cell count 
under alternative antibiotic treatment.

Scenario Day(s)

WBC

Mean delta 
(days, p-value)

MAPE MAE RMSE

Stop
Impact 0.71*, <0.01 0.34 2.99 3.89

Control 0.00, 0.06 0.32 2.50 3.24

Continue
Impact -0.31*, <0.01 0.33 2.53 3.18

Control 0.02*, 0.01 0.32 2.70 3.44

SYNTHETIC WBC 
ESTIMATION RESULTS

Embedding visualisationEvaluation table



SYNTHETIC OUTCOME 
ESTIMATION

CONSISTENT
ESTIMATION RESULTS

Machine learning and synthetic outcome estimation for 
individualised antimicrobial cessation.
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Stop impact

Continue impact

Stop impact

Continue impact

SCENARIO DAY(S)

LOS Mortality

Mean delta 
(days, p-

value)
MAPE MAE RMSE Mean delta MAE AUROC

STOP

IMPACT 2.71*, <0.01 0.36 3.30 4.80 0.06 0.25 0.66

CONTROL 0.24, 0.60 0.26 1.32 1.93 0.05 0.15 0.72

CONTINUE

IMPACT -2.09*, <0.01 0.77 2.85 3.16 0.05 0.18 0.67

CONTROL 0.42*, 0.01 0.48 2.72 3.76 0.07 0.24 0.64

43 
features

Mortality

Length of stay
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Switching from IV-to-oral antibiotic treatment is complex 
and under-researched.

One key challenge of stewardship 
is determining when to switch 

antibiotics from IV-to-oral 
administration

Numerous studies have shown 
that oral therapy can be          

non-inferior to IV

There is a poor understanding of 
the factors that facilitate or 

inhibit an individual from 
receiving oral therapy

Aim
Utilise a machine learning and routinely collected clinical parameters to predict whether a 

patient could be suitable for switching from IV-to-oral antibiotics on any given day

3 days

Patient A

5 days

Patient B



Routinely collected electronic health record data were used, 
with clinical guided features. 

FEATURE SELECTIONDATASET

MIMIC dataset
n=8,694  

eICU dataset
n=1,668  

FEATURES

2 Genetic algorithm

1 SHAP Values

MODEL SELECTION

2 Cutoff point

1 Hyperparameter optimization



The model achieves generalisable performance across a range of 
datasets and patient populations.

Metric
1ST threshold 

results
2nd threshold 

results
IVOS criteria 

baseline

AUROC 0.78 (SD 0.02) 0.69 (SD 0.03) 0.66

FPR 0.25 (SD 0.02) 0.10 (SD 0.02) 0.43

eICU

Metric
1st threshold 

results
2nd threshold 

results
IVOS criteria 

baseline

AUROC 0.72 (SD 0.02) 0.65 (SD 0.05) 0.55

FPR 0.24 (SD 0.04) 0.05 (SD 0.02) 0.28

Metric Results Prospective data

AUROC 0.78 (SD 0.01) 0.77

FPR 0.23 (SD 0.02) 0.46

MIMIC

Pneumonia UTI 

Sepsis

Mal-
absorption

Bio-
availability

SUBGROUPS

Models predict some patients could be suitable for 
switching to oral administration earlier

ANALYSIS



Fair interpretable machine learning for individualised IV to 
oral switch decision making.



Traffic light recommendations and informative visual 
representations improve model interpretability.



Models demonstrate reasonably fair performance and threshold 
optimisation can improve results.

Sensitive attribute Group
Equalised odds demonstrated

Initially With threshold optimisation

Sex
Female ✓ -

Male ✓ -

Age

20 ✓ ✕

30 ✓ ✓

40 ✓ ✓

50 ✓ ✓

60 ✓ ✓

70 ✓ ✓

80 ✓ ✓

90 ✕ ✓

Race

Asian ✓ ✓

Black ✓ ✓

Hispanic ✓ ✓

Native ✕ ✕

Other ✓ ✓

Unknown ✓ ✓

White ✓ ✓

Insurance

Medicaid ✕ ✓

Medicare ✓ ✓

Other ✓ ✓



Such technology could provide appropriate decision support 
and promote switching when appropriate. 

Models only analyse a snapshot 
of the patient and not all 

factors that are clinically used to 
assess a patient’s suitability for 

switching

Models predict some patients 
could be suitable for switching 
to oral administration earlier 

from a clinical parameter, health 
status perspective

When the difference between 
the real and predicted switch 

event was minimal, mean 
patient LOS outcomes were 

lower 

Mal-
absorption

Bio-
availability

Infectious 
disease



Prospective evaluation was conducted on 40 patients at Imperial 
NHS Trust against gold-standard pharmacists' recommendations.

Metric Result

AUROC 0.68

Accuracy 0.70

FPR 0.28

Temporal 
difference

Percentage

Early 37.50

Same day 32.50

Late 30

• Reasonable performance on small patient sample 
with a slight preference for early predictions 

• Such prospective evaluation is essential for 
highlighting the AI systems successes and pitfalls

TAKAWAYS

Model predictions

Real-world actions

Overall absolute temporal difference of 1.23 days (SD 1.42) 



Clinician evaluation

William Bolton

Viva

10th February 2025



Forty-two clinicians completed the study with most UK consultant 
level and specializing in infectious disease.

42 PARTICIPANTS 



The AI-IVOS CDSS has a greater impact on clinician's decision 
making when it recommends don't switch.

• Prescribing decisions are nuanced and complex

• Clinicians could correctly identify incorrect AI 
recommendations and ignore the support

• The system has a greater influence on clinicians 
when it recommends don't switch 

• Participants were persuaded to take the option 
perceived as safer which matches the culture of 
cautiousness (40%) and hesitancy to change (24%) 
reported in interviews.

11/12 cases

NO DIFFERENCES

Patient 7 and subgroup analysis for 3 patients
 

STATISTICALLY SIGNIFICANT DIFFERENCES

TAKAWAYS



Decision support explanations had little impact on clinicians' 
decisions.

Percentage of participants that clicked

At any time When available

AI CDSS 
explanations

55% 9%

Guideline CDSS 
explanations 

29% 5%

• CDSS explanations were not frequently used when available

• Implying that it was the presence of an AI recommendation itself driving changes in 
decision making

• Explainability methods including displaying similar patients (including their outcomes) 
and summarizing information in free text warrants further research 

TAKAWAYS



The technology was useful, usable and perceived well by 
participants.

System Usability score:

Perceived usefulness: 

72.32 / 100

3.59 / 5

Perceived ease of use:

Self efficacy:

3.83 / 5

4.05 / 5

• Clinicians are reassured and more confident when given AI recommendations

• The AI CDSS was well perceived being useful, usable and appropriate 

TAKAWAYS



Numerous barriers exist to implementing AI technology with 
evidence and the system being easy to use essential for adoption.

• There was disagreement on whether healthcare institutions have the necessary infrastructure to 
support AI technology

• Behavioural factors such as cautiousness play an important role in antimicrobial prescribing and 
can act as a barrier to technology adoption

• Trust in CDSSs is built through clinical evidence, with ease of use being essential for adoption

TAKAWAYS



Case vignette details.



Shannon entropy results from the case vignette experiment.



Screenshots of the web app used for the case vignette experiment.

A

B

AI CDSS 
Explanations

Guideline CDSS 
Explanations

Case 
Vignette

AI CDSS 
Explanations

Case 
Vignette

Guideline CDSS 
Explanations

A

B

AI CDSS 
Explanations

Guideline CDSS 
Explanations

Case 
Vignette

AI CDSS 
Explanations

Case 
Vignette

Guideline CDSS 
Explanations
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